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Abstract—Augmented reality (AR) technologies are today more
frequently being introduced to Human-Robot Interaction (HRI)
to mediate the interaction between human and robot. Indeed,
better technical support and improved framework integration
allow the design and study of novel scenarios augmenting
interaction with AR. While some literature reviews have been
published, so far no classifications have been devised for the role
of AR in HRI. AR constitutes a vast field of research in HCI, and
as it is picking up in HRI, it is timely to articulate the current
knowledge and information about the functionalities of AR in
HRI. Here we propose a multidimensional taxonomy for AR in
HRI that distinguishes the type of perception augmentation, the
functional role of AR, and the augmentation artifact type. We
place sample publications within the taxonomy to demonstrate
its utility. Lastly, we derive from the taxonomy some research
gaps in current AR-for-HRI research and provide suggestions for
exploration beyond the current state-of-the-art.

Index Terms—Augmented Reality, Human-Robot Interaction,
Taxonomy, Literature Review

I. INTRODUCTION

Augmented reality (AR) has been introduced to human-
robot interaction (HRI) in the last decades as a method of
integrating the real and virtual worlds. As defined by Azuma
et al. [1], AR aligns virtual elements with reality in the real
environment, in real time, and allows for interactivity. This
therefore, makes AR ideal for enhancing the way a human and
a robot interact. The rising prevalence of AR systems in HRI
can be demonstrated by the International Workshop on Virtual,
Augmented, and Mixed Reality for Human-Robot Interaction
(VAM-HRI), which has been running annually since 2018. For
robust advancements in the field of AR-for-HRI, it is crucial to
be able to identify the main components and the core skeleton
of the field. Classifying the vast number of AR-HRI practices
provides a concise view of the role of AR in HRI and can
therefore deepen our understanding of it.

An overview of how AR was used in robotics over the pe-
riod from 2015-2019 was presented by Makhataeva and Varol
[2]. They classified cases into categories of robotics domains
of application. However, how information was conveyed to
users and how the user interacted with the robot were not
emphasised or classified. The focus of the paper was on the
categorisation of robotics applications and not the role of AR
in robotics.

Milgram and Colquhoun [3] provided a taxonomy for Mixed
Reality (MR) display systems according to three characteris-
tics: real-virtual continuum, centricity and congruence. The
real-virtual continuum ranges between a completely real, non-
modelled environment and a fully modelled environment.
Centricity describes the viewpoint that is shown in the display
to the user with one end of the scale being egocentric and the
other being exocentric. The last characteristic of the taxonomy
is the control-display congruence which describes how directly
and well-aligned are the display and the control with each
other. Using this taxonomy, Milgram and Colquon were able to
identify where common AR applications fit between the three
characteristics. Although this framework provides an effective
guideline for researchers to understand the different elements
and possibilities within mixed reality, it does not classify the
augmentation and its functional use. Moreover, no information
regarding the entities being modelled was taken into account.

Offering a perspective on the functional role of AR, Hugues
et al. [4] presented a functional taxonomy of AR environments.
They highlighted two distinct classes of functional AR -
one which focuses on improving our understanding of the
real environment, and the other which merely adds a virtual
environment not based on reality. This provides an important
distinction between the different functionalities of AR, but
is insufficient in the context of HRI because it does not
describe the role of AR for the robot, or provide an HRI-
centric function classification.

Williams et al. [5] provided a taxonomy of Mixed-Reality
Interaction Design Elements that focuses on the field of HRI.
The three principle categories are: User-Anchored Interface
Element, Environment-Anchored Interface Elements and Vir-
tual Artifacts. The first group involves anchoring the virtual
element on the user’s display. In the second group, interface
elements are anchored to the robot or the environment. The
last category represents interface elements which can move
on their own or be moved by the human or the robot. The
authors also provided another taxonomy in the form of a
reality-virtuality interaction cube. The three axes of the cube
are the reality-virtuality continuum as introduced in [3], the
flexibility of control (FC) and the expressivity of view (EV).
The cube highlights the extent of improvement to FC and EV
by VR/AR. Although this framework provides an insightful
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perspective of the interactive systems within VR/AR, we want
to further describe the utilities of AR in HRI. Moreover, we
want to extend the categorisation of AR to accommodate the
role of the robot.

In this work, we give an overview of current HRI styles
including how AR fits into the field, and present a multidi-
mensional taxonomy of AR’s function in HRI. We emphasise
on the function that AR serves in the interaction between
human and robot, rather than merely how AR is implemented.
Our work complements previously published taxonomies by
including: the type of perception augmentation, the functional
role of AR and the type of AR artifacts. We then categorise
the most highly cited publications in AR-for-HRI within
the proposed taxonomy. These categorisations serve as an
assessment tool for the functionality of AR in HRI and provide
a checklist for future HRI researchers to find new research
areas that explore novel functionality for AR in HRI.

II. BACKGROUND

The Reality-Virtuality Continuum

In 1995, Milgram et al. [6] proposed the concept of a reality-
virtuality continuum. On one end of the spectrum lies the ‘vir-
tual environment’ where the user is immersed in a completely
synthetic environment. The opposite end of the continuum,
on the other hand, is a completely real environment. Between
these two ends is Mixed Reality (MR) in which both virtual
and real elements are present within the same display to the
user. Within MR, AR sits closer to the real environment’s
end of the continuum while augmented virtuality (AV) resides
closer to virtual environment. As MR is an umbrella term
for both AR and AV, it is sometimes used in place of AR.
There however remain distinct differences between AR and
AV. The former is referred to as the incorporation of virtual
objects into a real environment whereas AV is reserved for the
inclusion of real objects to a virtual environment. Although
the focus of this paper is on AR as AV in HRI is largely
unexplored, it is important that the distinction between AR
and AV is understood so we do not limit the possibilities of
HRI.

Human-Robot Interaction Styles

Almost three decades ago, Rekimoto and Nagao [7] intro-
duced a perspective of how AR can extend our way of inter-
acting with technology and real-world context. Their article
illustrated the bi-directional interaction styles that users have
with traditional graphical user interfaces (GUI), ubiquitous
computing interfaces, virtual reality interfaces, and the newly
(back then) mixed reality interactions. Their work aimed to
enhance the user interactions with real-world environments
by utilizing the situational awareness advantage that AR
offers in real-world contexts. Since then, the field of AR has
advanced to a large extent addressing several domain areas and
interaction modalities that serve our everyday lives. With the
advent of robots taking part in our real-world environment, it is
a logical step to extrapolate on the role of AR within human-
robot interaction (HRI). Thus, we propose a future outlook

into the bi-directional interaction styles that can take place
between user(s), the real-world, and a robotic entity or entities;
as illustrated in Figure 1. This set of HRI styles was built as
an extension of the HCI styles proposed by Rekimoto et al.
[7] in order to situate augmented HRI relatively to other style
of interactions.

a) Kinesthetic Interaction: occurs when human and robot
directly interact without any computerized mediation [8]. For
example, this is the case when a robot is used to render haptic
feedback [9], when the robot adapts to human social proxemics
autonomously [10], [11], or when a human physically moves
the robot, for example when programming by demonstration
(PbD) [12].

b) Graphical User Interface (GUI): The vast majority of
robot platforms offer a GUI to mediate interactions between
the human user and a robot. This enables users to communicate
and interact with a robot, using a set of predefined commands
or authoring tools that make it possible to interact without
needing to know the technical/programming details behind
the scenes. A classic example used by researchers in HRI is
the Aldebaran Choreograph GUI to interact with a robot in a
real-world context; in particular it is used in many occasions
to run a robot using a WoZ approach, e.g. a NAO robot in
an educational setup [13], [14]. GUIs are often deployed on
tablets to facilitate the interaction and compensate for non-
robust NLP. Some robots even embed such tablet (e.g. Pepper,
Kompai, and Jibo). Though a GUI can be powerful, it still
introduces an interaction gap between the user and robot, as
there is no direct interaction between the two and always needs
to be mediated by a computer. Besides, it can lead to an
attentional split which can increase the user’s cognitive load
[15].

c) Teleoperation: A dominant field of HRI is the teleop-
eration of robots. Generally, teleoperation tasks are performed
from a distance, where the user is not co-located with the robot
in the real-world, thus creating several interaction challenges.
The user experience is more immersive when the computer
system to operate the robot is co-located in the robot’s real-
world environment. An example of research work in this area
can be seen here [16]. Various types of controllers have been
investigated to make the teleoperation efficient and natural for
the operator [17].

d) Internet of Things (IoT) Mediated: IoT technologies,
such as sensors, have paved the way for robots and users
to interact in the real-world via multiple connected channels,
thus creating a shared space or environment with continuous
access/exchange of information. IoT-mediated interaction has
opened up a number of application areas in HRI as shown in
the review of the field by Simoens et al. [18].

e) Simulation: Generally, in a simulated environment
that includes a robotic entity, the user plays a passive role when
it comes to interactivity. Very limited interaction between
the robot and the real-world takes place, and most systems
rely on pre-defined parameters to generated robot simulations.
USARSim [19] and ORCA Hub simulator [20] are examples
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Fig. 1: Different HRI styles - extended from [7]: Kinesthetic Interaction, Graphical User Interface, Mixed Reality, Simulation,
Internet of Things, Teleoperation and Virtual Reality

of such a simulation system allowing interactions between
human and virtual robot.

f) Virtual Reality (VR): An interactive virtual environ-
ment can host a robotic agent and a user to work on a
task, thus creating an immersive virtual space for human-
robot interaction. One of the main characteristics that enables
a seamless interaction is the user’s sense of presence and
co-existence while interacting with a robot in VR. Unlike
augmented reality environments, immersive VR environments
allow very little or limited interaction with real-world entities.
Examples of HRI studies that are enabled in VR environments
can be seen here [21], [22].

g) Mixed Reality (MR): MR enables the fusion of digital
and real-world content. Coupling that with a robotic entity
opens a wide spectrum of scenarios and applications in HRI.
Research in using MR in HRI is emerging [23], and brings
many questions that relate to the interaction styles. One of
the key questions is shaping the interaction and relationships
between the user, the robot, the digital content and the real-
world. In this paper, we focus on AR in HRI, where we unfold
key interaction styles that can take place in that space.

III. CLASSIFICATION BASED ON PERCEPTION
AUGMENTATION

The goal of augmented reality as a human-robot interface
can be to provide additional information to the human or the
robot, or both. Extending the taxonomy presented in [4], we
propose a taxonomy of AR for HRI that categorises the types
of augmentation. As defined by Sydhagen [24] and suggested
by Goldstone and Barsalou [25], perception is the acquisition
of information. Therefore, this taxonomy shall use the term
perception for the acquisition of information via AR. Figure 2
represents the proposed taxonomy of perception augmentation
in AR for HRI. By acting as a medium for the transfer of

AR

HumanRobot

RW

AR

Augmented Human Perception
Augmented Robot Perception
Augmented Shared Perception

Fig. 2: Taxonomy of Perception Augmentation in AR for
HRI: Perception Augmentation can be divided into Augmented
Human Perception and Augmented Robot Perception. Within
these categories, there exist further subcategories concerning
the objects of perception: the robot, the human and the
environment (RW: real world). We also envision AR to be
a tool to build a shared perception and understanding of the
environment.

data to an entity, AR augments the perception of said entity.
Thus, the purpose of augmented reality can be divided into two
categories: 1) to augment human perception, or 2) to augment
the robot’s perception. Note that augmentation of perception
of both members may occur simultaneously.

A. Augmented Human Perception

Human perception augmentation modifies the perception of
the human by AR. However, which part of the human’s per-
ception is augmented? In the context of HRI, this category can
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be subdivided to accommodate the three entities involved in a
typical HRI task: the human, the robot and the environment.
The AR’s role may be to augment the human’s perception of
self, the robot or the environment.

Augmented human perception of the robot: In this aug-
mentation, the information given to the human via AR is in
regard to the robot. This includes giving the user additional
understanding of the robot’s mental model. By using AR, the
robot can convey information about itself explicitly to the user
rather than using other modalities. In [26], the robot learns a
bottle-opening task from human demonstrations and informs
the user of its learning state by visualising its decision-making
graph. In [27], a robot wheelchair displays obstacles in the
user’s desired path to paint a picture to the user as to why the
planned path must be changed. In [28], the live camera feed
of the robot is shown on the AR display while also showing
the robot’s real-time 3D reconstruction of the environment.
Virtual arms can also be added to the robot to express its
emotions to the human [29] and hence augment its social
capabilities. Using AR, the user is able to better understand the
robot’s internal state and decision-making. Augmented human
cognition of the robot is not limited to providing the robot’s
mental model, it can also be used for the human to perceive the
robot differently. An example is when AR is used to overlay
a human avatar on a robot arm to provide affection to the user
[30].

Augmented human perception of the environment: Virtual
objects are presented to the user’s display to provide additional
information about the user’s environment. Hugues et al.’s
functional taxonomy for AR [4] falls under this category
as it focuses on the augmentation of environmental infor-
mation. The authors make an important distinction between
augmenting the perception of reality and creating an artificial
environment. The former involves visualising information that
already exists, which the human may or may not be able
to perceive. Both of these scenarios fit into this class. In
[31], the robot performs point cloud change detection in
the environment and visually highlights these changes to
the user. The role of AR in this scenario is to enable the
human to perceive information that exists in reality. The latter
category of artificial environment enables the user to visualise
information that does not and may never exist in reality. In
[32], AR was used to visualise an artificial environment to set
up a pick-and-place game between the robot and the human.

Augmented human perception of self : Just as AR can
augment human perception of the robot and the environment,
it can also modify the self-perception of the human. This
includes providing feedback to the user of his/her actions.
In [33], the command given to the robot by the user is
shown as text on the AR display. In [34], AR was used to
visualise the user’s air-drawn model for a 3D robotic printing
task. Augmented human self-perception is not only limited
to actions, it can also include knowledge about the human’s
state. In [35], a virtual fence around the user is shown in
the AR display. The colour of each part of the fence reflects
the human’s proximity to dangerous zones such as the robot’s

operating area. With this augmentation, the user is able to
make judgements about her/his level of safety.

B. Augmented Robot Perception

AR enables the transfer of additional perceptual information
to the robot. As the scope of this paper is centred on AR as the
mediator for the interaction between the human and the robot,
this category does not include cases such as when the robot
gains perceptual information merely through external sensors.
This category shall only be limited to when information is
acquired through human interaction via AR. Mirroring the
categorisation of augmented human perception, this group can
be further sub-categorised to reflect the three main entities in
an HRI task: the human, the robot and the environment. The
purpose of AR as the mediator for the interaction is to augment
the robot’s perception of the human, the environment or the
robot itself.

Augmented robot perception of the human: AR serves as an
interface for the robot to gain information about the human. An
example is [36] where HRI is enabled by integrating AR with
a Brain-Computer Interface (BCI). To send commands to the
robot, the human gazes on the desired flickering option shown
in the AR display. The robot thereby receives perceptual data
concerning the user via AR. The augmentation may also be
used for acquiring deeper comprehension of the human. As
an example, in [37], the robot infers the human’s goals and
actions by examining the human’s gaze on AR objects. In [38],
the robot infers the human’s set of tasks for its arm to perform.
If it registers any ambiguity or uncertainty, the human directs
the robot towards the desired virtual trajectory shown in AR.
Training of learning agents via AR is still a relatively new
area. We propose that current robot training methods could
be extended to incorporate AR. A human’s interaction with
virtual elements could for instance be used to help the robot
form the user’s mental model to estimate his/her preferences
or decision-making.

Augmented robot perception of the environment: In this cat-
egory, AR augments the robot’s perception of the environment.
An example is when human children draw lines with different
coloured digital pens on the floor [39]. The colour that the
robot is on top of is used to dictate the robot’s behaviour.
In [40], as the robot explores an unfamiliar area, it generates
a virtual map visible to the human. The user is able to edit
the robot’s map and hence modify the robot’s perception of
the environment. Using projection-based AR, the authors in
[41] were able to define regions of obstacles to the robot
to supplement the robot’s perception of its environment. In
[42], the robot learns an assembly sequence from human
demonstration by watching the virtual parts being assembled
by the human. As the virtual objects are being moved around,
the robot’s perception of the environment is changed.

Augmented robot perception of self : Here, the user may
interact with virtual objects to augment the robot’s perceptual
information regarding itself. For instance, the user may instruct
a robot to move through a specified trajectory by dragging the
virtual object to a goal location within the AR environment
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[43]. By recognising the interaction of the human with the
virtual object, the robot is able to infer its current state in
relation to its goal state. In [26], when the robot fails to open
a different type of bottle using its existing knowledge, the
human is able to correct the robot via feedback given through
AR. This new information from the human therefore allows
the robot to update its comprehension.

Although this taxonomy separates the different parts of
perceptions being augmented, the augmentation could belong
to several of the above categories simultaneously. For instance,
Reardon et al. [44] use AR to indicate the areas that the
human-robot team has visited in an exploration task. This
information adds to a human’s perception of the environment,
of the robot and of her/himself. The visualisation of explored
locations indicates to the user the parts of the environment
that the team has investigated. It also conveys to the user what
information the robot and the human have accumulated at that
point in time.

IV. CLASSIFICATION OF FUNCTIONAL ROLES OF AR IN
HRI

Although the classification in the previous section presents
the different places of perceptual augmentation, it includes
every minuscule interaction and hence does not describe
the overall high-level function for the user. Hugues et al
[4] proposed a functional taxonomy for AR which presents
two main AR functionalities - one which adds a virtual
environment not based on the current reality, and the other
which aims to augment the understanding of the present. In
this section, we extend this functional taxonomy of AR to
highlight user-centred functional roles of AR within HRI.

A. Artificial Timescale

This category has been derived from the Artificial Envi-
ronment functionality in [4]. It provides a virtual scene not
based on the present reality. The authors also provided the
notion that it is used to alter the timeline - by using it to
imagine the future, have a glimpse into the past, or envision
the impossibility.

In [45], the user is able to plan a welding process by adding
waypoints for the robot’s welding gun to follow. The system
also allows the user to see if the robot will be able to reach
the specified areas. In [46], the user is able to virtually fly
the future version of the robot in real-time as the physical
robot follows it. Also envisaging the future, Leutert et al. [47]
enabled a robot’s drawing to be visualised before the robot
even began to draw.

A view into the past is exemplified in [48] where hovering
over a specific robot on the AR display shows its debug mes-
sage history. This logging information includes the detection
of other robots in the past and the messages sent and received.
In addition, AR has been used to illustrate what historical
landmarks used to look like in the past [49]. Using a similar
approach in robotics could provide the human a visualisation
of the robot’s history. For example, to understand the cause of

an unsatisfactory outcome of a robot’s behaviour, it may be
beneficial for the human to be able to view the robot’s past
states.

An impossibility can also be imagined by rendering vir-
tual scenes which may never exist. For example, in [50],
projection-based AR was used to incorporate a virtual game
environment into the real world for a human-robot collabo-
rative sheep herding game. Qiu et al. [51] created a shared
artificial world for the human and the robot to play a collection
game. These virtual elements are not intended to represent
scenarios which may occur in the future or did occur at one
point in time; rather, they are used to imagine a reality that
would never occur.

State space search is a common process used in artificial
intelligence [52], [53]. This can also be applied to AR-for-HRI.
The concept of alternate timelines revolves around the idea
that there exists another reality which could have branched
off from the present reality at some point in the past (Figure
3). It answers the question of what could have happened?
Conveying this information to the user would, in effect, enable
the alternate timeline. The alternate state in question could be
the state of the robot, the state of the human, the state of the
environment or a combination between the three.

Fig. 3: A graphical representation of the alternate timeline:
alternate reality is simply the new state that the past state
would have transitioned to, had a different action been taken.

B. Augmented Comprehension of the Present Reality

As proposed by Hugues et al. [4], the other functionality of
AR is to augment the understanding of the present reality. In
this function, AR can be used to provide additional knowledge
about the real environment or the state of the robot. For
instance, in [54], in a human-robot collaborative car door
assembly task, the AR technology allowed for objects hidden
inside a toolbox to be visualised to the human collaborator. In
[55], the penetration depth of the robot’s drill in the workpiece
is visualised to the user. In the form of perspective-taking, the
robot’s first person view (FPV) can be streamed to the user’s
AR device to allow the user to obtain the robot’s FPV and third
person view simultaneously [56]. This category represents a
large part of HRI as it serves to inform the user about the
situation at hand. This functionality can potentially be more
effective than the traditional method of requiring a separate
monitor screen to display virtual information. This reduces
the need for context-switching between the screen and the
view of the real scene. However, the effects of AR on context-
switching and performance may still need to be assessed.
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Fig. 4: Classification of the augmentation artifact types in HRI: a) Augmented Embodiment, where augmentation could be in
the form of a robot arm or another robot, b) Augmented Interactive Objects are artifacts which the robot or human can interact
with, c) Augmented Scene, where artifacts make up the scene, and d) Augmented User Interface, where artifacts are used to
augment the user viewpoint

C. Augmented Control

Although the original classification in [4] represents pos-
sible functional roles of AR to the human user, it lacks the
perspective of HRI. Williams et al. [5] introduced the concepts
of expressivity of view, which assesses the ability to view into
the robot, and flexibility of control, which evaluates the amount
of control of the robot, in virtual/augmented reality for HRI.
As the expressivity of view is based on the user’s view and this
has already been examined in the previous two categories, we
use the concept of flexibility of control from [5] to propose
another category which signifies the use of AR to provide
robot control to the user: augmented control. Currently, AR
provides augmented control in different forms including tra-
ditional menu buttons and interactive virtual objects in the
robot’s environment. In [57], users were able to control the
robot by using tongue movements to select options in an AR
menu. Providing augmented control in the form of virtual
objects in the robot’s environment, in [58], users were able to
control a robot manipulation task by dragging virtual objects to
desired locations. This provided a more intuitive and simple
way of instructing the robot compared to teleoperating the
robot using a traditional controller. Yonezawa and Ogawa [59]
implemented a system where the user can draw on a virtual
plane to control a flying robot, with its speed being dictated
by the drawing speed. This gives novice users the ability to
control the robot to perform complicated manoeuvres. In [60],
a human is able to take a virtual block from a robot’s work area
to get it to re-plan the block assembly task without the need
of said block. Since AR allows 3D interactions, it seems that
AR controllers could potentially be more natural than other
projected controllers. However, the usability and cognitive load
resulting from these AR interfaces should be assessed.

V. ANCHORS AND TYPES OF AR-HRI ARTIFACTS

In AR, virtual content is integrated into the real world in real
time. Although this information can be in the form of hearing,
touch or smell, current AR research largely revolves around
visual approaches. Herein, virtual objects are presented to the
user on the user’s display to deliver information. These virtual
objects, also referred to as artifacts in this taxonomy, can be
in several forms such as texts, symbols or 2D/3D models.

Müller et al. [61] suggested that there are two reference sys-
tems for the positioning of the augmentation in AR: the world
coordinate system (WCS) and the spectator coordinate system
(SPC). The former refers to when the visual augmentation is
anchored to a point in the real world. That is, the real world
serves as the reference point for the virtual artifact. In the
SPC, on the other hand, the visual augmentation is anchored
to the user’s viewpoint. Here, regardless of the movement of
the user viewpoint, the visual augmentation remains in the
same location with respect to the user viewpoint.

Including the context of robotics into the classification, [56]
and [62] introduced a visual design framework for AR to
categorise the three possible locations of visual augmentation:

• User interface: the augmented visuals are anchored di-
rectly to the user’s view. Regardless of the location or
direction of the user viewpoint, these virtual elements
remain in the same place with respect to the user display.

• Robot: these virtual elements are anchored to the robot
and hence move with the robot.

• Environment: the reference point of these AR visuals is
neither the robot nor the user interface. Rather, they are
embedded into the operational environment.

Building on this AR-HRI design framework, we present a
classification of AR artifacts based on their functions (Figure
4):

Session: Visual Communication  HRI 2022, March 7-10, 2022, Sapporo, Hokkaido, Japan

299



• Augmented Embodiment, in which the artifact is placed:
on the robot body (for instance, to increase its commu-
nication capabilities with social features [63]), on the
human body (such as a virtual exoskeleton [64]), or
as a whole new robot (in the context of swarm robots
for instance [65]). The augmented embodiment is not
necessarily anthropomorphic and could be used to render
robot’s internal status such as in [66] where the Thymio
robot wears a shell that displays the status of its infrared
sensors.

• Augmented Interactive Objects designates virtual ob-
jects placed in the real world which the human or robot
could interact with. For example, Frank et al. [67] uses
AR to render objects in the context of a manipulation
task.

• Augmented User Interface refers to cases in which the
virtual objects are fixed in place on the user display
regardless of the orientation or location of the user
viewpoint. For instance, the robot’s camera view fixed
on one side of the user display in [56] is an augmented
user interface artifact.

• Augmented Scene refers to the remaining virtual objects
which do not fit into any of the above categories. They
do not act as a part of the robot, the human or the user
interface, and they are non-interactive. Nevertheless, they
contribute to present the scene on the AR display. An
example is the robot’s colored local costmap shown in
AR to the user in [68] or the virtual colormap in [69] to
help with depth perception during a manipulation task.

Although the classification from [56] and [62] contains
robot-attachment as a category, for the artifact type, we have
adopted and modified the class to Augmented Embodiment
to reflect the virtual artifacts which serve as a part of the
body of the robot or the human. The aforementioned interface
design framework also includes a category for the virtual
objects embedded in the environment. However, we wanted
to distinguish between the types of these objects in terms of
interactivity as a) AR heavily revolves around interactivity [1],
and b) interactivity is a core part of human-robot interaction.

VI. DEMONSTRATION OF THE TAXONOMY

While a full literature review of AR-for-HRI is beyond the
scope of this paper, in this section we demonstrate how recent
HRI studies can be placed in our multidimensional taxonomy.
We categorise the 20 most cited publications in AR-for-HRI
between the years of 2011-2021.

A. Acquisition of Publications

To retrieve relevant publications to demonstrate our tax-
onomy, in November 2021 we conducted a search in the
electronic database Scopus using the following search strategy:

We conducted a keyword search in the publication title and
the abstract for the years 2011-2021 containing (“augmented
reality” OR “mixed reality”) AND “human-robot interaction”.
Duplicates were removed and papers selected according to the
following criteria:

• The paper contains a study involving the interaction
between a human and a physical robot through an aug-
mented reality application

Papers were excluded if they met the following criteria:
• Augmented reality is not involved in the interface be-

tween the human and the robot
• The paper only provides a summary of other AR-for-HRI

studies
• The paper is conceptual with no implementation

After ordering the publications based on their number of
citations (extracted from Scopus), we kept for analysis the
20 most cited paper that were not duplicates and respected
the above eligibility criteria.

B. Classification of Publications

The 20 publications obtained were classified based on 1)
the perception augmentation type, 2) the AR functional role,
and 3) the augmentation artifact type. For each paper, the
categories were recorded and are presented in Table I. As
shown, all studies but one fall under all three subcategories
of augmented human perception. This suggests that high im-
portance is placed on the augmentation of human perception.
This is as expected as AR technologies are primarily used to
aid the human experience. The range of human perception
augmentations therefore tends to be more well-researched
than that of the robot. It is, however, important to note that
the category of augmented robot perception in this paper is
reserved for augmentations via AR interactions. Hence, this
table does not represent the full breadth of human-to-robot
information transfer in these publications.

The AR functional roles amongst the papers were evenly
split for Artificial Timescale and Augmented Comprehension.
All but three studies utilised the Augmented Control function-
ality, suggesting that AR is a recognised mediator for robot
control. In regards to the virtual artifact classification, every
paper contained at least one of the proposed artifact types. The
number of artifact types employed ranges from one to four.
To further analyse the patterns, a larger sample of publications
would be favourable.

Although the number of papers examined here is not ex-
haustive, the table suggests that there could currently be a gap
in the most cited research for the robot’s side of perception in
AR-for-HRI.

VII. DISCUSSION AND OPPORTUNITIES

AR has a great potential to mediate human-robot interaction
by bridging the digital and physical worlds in which the robot
operates. Several crucial challenges in HRI such as trust,
safety and explainability could find in AR ways to embed
visualisation that could allow better understanding from the
user’s point of view. For instance, safe areas and shared
workspaces could be displayed for the user’s safety in a
physical HRI scenario [81], [83], and augmented temporality
could be used to allow better explainabilty in autonomous
decision making systems.
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TABLE I: Demonstration of how the top
20 cited publications are placed within the
taxonomy. Each paper was categorised by 1)
augmented perception, 2) AR functional role
and 3) augmentation artifact type

Article Augmented Perception Function ArtifactHuman Robot

R
obot

E
nvironm

ent
Self

H
um

an
E

n vironm
ent

Self

A
rtificial

Tim
escale

A
ugm

ented
C

om
prehension

A
ugm

ented
C

ontrol

A
ugm

ented
E

m
bodim

ent
A

ugm
ented

Interactive
O

bjects
A

ugm
ented

Scene
A

ugm
ented

U
I

[70]        #   ##
[62]     # #     #  
[56]    ## # # # ##  
[71]     # # #  #   
[72]        #   ##
[73]    ## # # #     
[50]      #  ##    #
[74]   # #   #  # #
[47]      #  #    #
[75]        # # ##
[76]       #  #   
[77]       #  ##  
[78]        #   ##
[67]        # # # 
[43]          # ##
[46]             #
[79]     # # #  ## #
[80]        #  ###
[81]    ## # # # ##  
[82]       #     #

 =Yes; #=No.

There are many different aspects to AR in HRI. With this
work, we proposed a focus scope of categories around the
functional role of AR in HRI and several complementary
taxonomies were presented in the literature [5], [56], [61],
[62]. While demonstrating the use of our taxonomy on a
sample of the state-of-the-art, we observe many of the pro-
posed categorisations are useful to distinguish the different
works. We also found some potential research directions for
AR specific to the HRI context:

Although augmented human perception is widely employed
in AR-for-HRI, it may be insightful to examine how aug-
mented perception is used. For instance, the augmentation
of robot perception via AR could be further investigated to
improve robot learning. With ongoing research in human-in-
the-loop learning agents [84], [85], bringing AR into the field
could be advantageous as it expands interaction capabilities.
Using human input via AR may aid the robot’s understanding
of the environment since a) capabilities of external sensors
may be limited, b) AR merges the virtual and physical worlds,
homogenizing the languages of the human and the robot, and
c) via AR, the user can now directly communicate his/her
preferences.
To our knowledge, the use of AR to create an alternative reality
view, or a view into the past to aid our comprehension of

the agent’s mental model, has not been explored. For future
research, it may be insightful to investigate if there is a link
between the functional role of AR and the robot’s task.

As MR includes both AR and AV, this taxonomy is limited
in that only AR is taken into account rather than the full MR
spectrum. Further work will need to be undertaken to account
for AV. A possible AV scenario, for instance, is one involving
a real physical robot in a virtual environment. Currently, AV
is largely unexplored in HRI.

For the same function, AR can take many forms. However
the design of these artifacts can be crucial in terms of usability
and efficiency for the user [56]. Similarly to the AR functional
role, future work could explore the relationship between the
artifact type and the task of the robot. It will also be beneficial
to have a quantitative method for measuring the utility of
these artifacts based on their functions. With our proposed
categories, we hope to help future research describe the
functional roles of AR as well as the artifacts used to achieve
these functions.

VIII. CONCLUSION

In this paper, we gave an overview of current HRI styles,
including how AR comes into play. We introduced three new
dimensions to the AR-for-HRI classification system: percep-
tion augmentation, functional role of AR and augmentation
artifact type. Lastly, we demonstrated how the 20 most cited
AR-for-HRI publications can be classed using our taxonomy.

Similarly to what was done for data visualisation [86], user
experiments could help to assess the potential combination
between: 1) the type of augmented perception (what), 2) the
function of AR (why), and 3) the type of artifacts (how) in
order to build an AR visual grammar for HRI. In that sense,
our taxonomy is currently limited as it does not evaluate the
efficiency of the various AR-for-HRI designs and scenarios.
However, using our taxonomy, we hope that the reader will
find inspiration to explore various functional scenarios and
gather empirical research evidence that will allow the design
of such grammar of AR-for-HRI.
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